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Abstract

Neural codes are inevitably shaped by various kinds of biological constraints, e.g. noise and metabolic cost. Here we formulate a coding framework which explicitly deals with noise and the metabolic costs associated with the neural representation of information, and analytically derive the optimal neural code for monotonic response functions and arbitrary stimulus distributions. Our framework can be applied to a neuronal pool of various sizes. For a single neuron, the theory predicts a family of optimal response functions depending on the metabolic budget and noise characteristics. Interestingly, the well-known histogram equalization solution can be viewed as a special case when metabolic resources are unlimited. For a pair of neurons, our theory suggests that under more substantial metabolic constraints, ON-OFF coding is an increasingly more efficient coding scheme compared to ON-ON or OFF-OFF. For a larger neural population, the theory predicts that the optimal code should divide the neurons into an ON-pool and an OFF-pool; neurons in the same pool have similar yet non-identical response functions. These analytical results may provide a theoretical basis for the predominant segregation into ON- and OFF-cells in early visual processing areas. Overall, the theory provides a unified framework for optimal neural codes with monotonic tuning curves in the brain, and makes predictions that can be directly tested with physiological experiments.

1 Introduction

The efficient coding hypothesis \[1, 2\] plays a fundamental role in understanding neural codes, particularly in early sensory processing. Going beyond the original idea of redundancy reduction by Horace Barlow \[2\], efficient coding has become a general conceptual framework for studying optimal neural coding \[3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14\]. Efficient coding hypothesizes that the neural code is such that it maximizes the information conveyed about the stimulus variable. Any formulation of efficient coding necessarily relies on a set of constraints. These constraints can come in various ways as reflected by the many real world limitations neural systems are facing. For examples, noise, limited metabolic energy budgets, constraints on the shape of tuning curves, the number of neurons in the system etc. all limit the dynamic range and accuracy of the neural code.

\*equal contribution

Previous studies mainly considered only a small subset of these constraints. For example, the original proposal of redundancy reduction by Barlow focused on utilizing the dynamical range of the neurons efficiently [2][15], but did not address the problem of noise and energy consumption. Some studies explicitly dealt with the metabolic costs of the system but did not consider the constraints imposed by the limited firing rates of neurons as well as their detailed tuning properties [16][7][17][18]. Histogram equalization has been proposed as the mechanism in determining the optimal tuning curve of a single neuron with monotonic response characteristics [19]. However, this result relies on restrictive assumptions of the neural noise and does not take metabolic costs into consideration. In terms of neural population coding, most previous studies have focused on bell-shaped tuning curves. Optimal neural coding for monotonic tuning curves have received only little attention [20][21].

We developed a formulation of efficient coding that explicitly deals with multiple biologically relevant constraints, including neural noise, limited range of the neural output, and metabolic constraints. We use our formulation to study neural codes based on monotonic response characteristics that have been frequently observed in biological neural systems. We were able to derive analytical solutions for a wide range of conditions in the small noise limit. We present results for neural pools of different sizes, including the cases of a single neuron, pairs of neurons, and larger neural populations. The results are in general agreements with observed coding schemes for monotonic tuning curves. The results also provides various quantitative predictions which are readily testable with targeted physiology experiments.

2 Optimal Code for a Single Neuron

2.1 Models and Methods

We start with the simple case where a scaler stimulus \( s \) with prior \( p(s) \) is encoded by a single neuron. To model the neural response for stimulus \( s \), we denote the mean output level as \( h(s) \). Such value \( h(s) \) is a deterministic mapping from \( s \) and could be the mean firing rate in the context of rate coding or just the mean membrane potential. In either case, the actual response \( r \) is noisy and has a probabilistic distribution \( P(r|h(s)) \). Throughout the paper, we constrain ourself to neural codes with monotonic response functions. The mutual information between the neural response \( r \) and the input stimulus is denoted as \( \text{MI}(s, r) \).

We formulate the efficient coding problem as the neural code seeks to maximize the mutual information between the stimulus and the response, e.g., \( \text{MI}(s, r) \) [3]. To complete the formulation of this problem, it is crucial to choose a set of constraints which characterizes the limited resource available to the neural system. One constraint is the finite range of the neural output [19]. Another plausible constraint is on the mean metabolic cost [16][7][17][18], which limits the mean activity level of neural output. Under these constraints, the efficient coding problem is mathematically formulated as following:

\[
\text{maximize} \quad \text{MI}(s, r) \\
\text{subject to} \quad 0 \leq h(s) \leq r_{\text{max}}, \quad h'(s) \geq 0 \quad \quad \text{(range constraint)} \\
E_s[K(h(s))] \leq K_{\text{total}} \quad \quad \text{(metabolic constraint)}
\]

We seek the optimal response function \( h(s) \) under various choices of the neural noise model \( P(r|h(s)) \) and certain metabolic cost function \( K(h(s)) \), as discussed below.

Neural Noise Models: Neural noise in early sensory area can often be well characterized by a Poisson distribution [22][23]. Under the Poisson noise model, the number of spikes \( N_T \) over a duration of \( T \) is a Poisson random variable with mean \( h(s)T \) and variance \( h(s)T \). In the long \( T \) limit, the mean response \( r = N_T/T \) approximately follows a Gaussian distribution

\[
r \sim \mathcal{N}(h(s), h(s)/T)
\]  

(1)

Non-Poisson noise have also been observed where the variance of response \( N_T \) can be greater or smaller than the mean firing rate [22][23][24]. Therefore we consider a more generalized family of noise models parametrized by \( \alpha \)

\[
r \sim \mathcal{N}(h(s), h(s)^\alpha/T)
\]  

(2)

This generalized family of noise model naturally includes the additive Gaussian noise case (when \( \alpha = 0 \)), which is useful to describe the stochasticity of the membrane potential.
Metabolic Cost: The metabolic cost $K$ is a function of the neural output

$$K(h(s)) = h(s)^\beta$$  \hspace{1cm} (3)

where $\beta > 0$ is a parameter to model how the energy cost scale up as the neural output is increasing. For a single neuron we will demonstrate with the general energy cost function but when we generalize to the case of multiple neurons, we will use a linear model suggested by [25] for clarity

$$K(h(s)) = K_0 + K_1 h(s)$$  \hspace{1cm} (4)

In the context of rate coding, $K_0 = K(0)$ can be understood as the energy cost per unit time to maintain a resting neuron and $K_1$ is the energy cost for each extra spike per unit time. Because the metabolic constraint is also linear in $K(h(s))$, this is equivalent to the above cost function with $\beta = 1$ and properly adjusted $K_{total}$.

2.2 Derivation of the Optimal $h(s)$

This efficient coding problem can be greatly simplified thanks to the fact that it is invariant under any re-parameterization of the stimulus variable $s$ (see supplementary materials for details). We take the advantage by mapping $s$ to a uniform random variable $u = F(s) \in [0, 1]$ via the cumulative distribution function $F(s)$ [26]. If we define $g(u) = g(F(s)) = h(s)$, it suffices to solve the following new problem which optimizes $g(u)$ for a re-parameterized input $u$ with uniform prior.

maximize $\text{MI}(u, r)$
subject to $0 \leq g(u) \leq r_{\text{max}}, \ g'(u) \geq 0$

$E_u[K(g(u))] \leq K_{\text{total}}$

Once the optimal form of $g(u)$ is obtained, the optimal $h(s)$ is naturally given by $g(F(s))$. To solve this simplified problem, first we express the objective function in terms of $g'(u)$ and $g(u)$ respectively:

$$I_F(u) = T \frac{g'(u)^2}{g(u)^\alpha} + O(1)$$  \hspace{1cm} (5)

$$\text{MI}(u, r) = H(U) + \frac{1}{2} \int p(u) \log I_F(u) \, du = \frac{1}{2} \int_0^1 \log \frac{g'(u)^2}{g(u)^\alpha} \, du + \frac{1}{2} \log T + O(1/T)$$  \hspace{1cm} (6)

where $H(U) = 0$ is the entropy and $p(u) = \frac{1}{2} \mathbb{1}_{(0 \leq u \leq 1)}$ is the density of the uniform distribution. Furthermore, each constraints can be rewritten as integrals of $g'(u)$ and $g(u)$ respectively:

$$g(1) - g(0) = \int_0^1 g'(u) \, du \leq r_{\text{max}}$$  \hspace{1cm} (7)

$$E_u[K(g(u))] = \int_0^1 g(u)^3 \, du \leq K_{\text{total}}$$  \hspace{1cm} (8)

This problem can be analytically solved by using the Lagrangian multiplier approach (details see the supplementary proof) and the optimal response function must take the form

$$g(u) = \frac{1}{\alpha} \gamma_q^{-1}(u \gamma_q(b))^{1/\beta}, \quad h(s) = g(F(s))$$  \hspace{1cm} (9)

where $q = (1 - \alpha/2)/\beta$, $\gamma_q(x) = \int_0^x z^{q-1} \exp(-z) \, dz$.  \hspace{1cm} (10)

The function $\gamma(q)$ is called the incomplete gamma function and $\gamma_q^{-1}$ is its inverse function. The constants $a, b$ can be determined by equalizing both the range and metabolic constraints. Here we give the more intuitive conclusion while leaving the detailed proof in the supplementary materials. Depending on the relative magnitude of $r_{\text{max}}$ and $K_{\text{total}}$:

- **Range constraint dominates:** This is the case when there is more than sufficient energy to achieve the optimal solution $K_{\text{total}} \geq K_{\text{thre}}$. There is a threshold value $K_{\text{thre}}$ beyond which
the metabolic constraint will become non-binding. The exact value of \( K_{\text{thre}} \) depends on the model parameters \( r_{\text{max}}, \alpha \) and \( \beta \). As a loose estimation, if \( K_{\text{total}} \geq r_{\text{max}}^\beta \), the metabolic constraint is automatically satisfied for any \( \alpha \). In this case:

\[
b \to 0^+, \quad a = b/r_{\text{max}}^\beta \quad g(u) = r_{\text{max}} \cdot u^{1/q}
\]  

- **Both constraints**: This is the general case when \( K_{\text{total}} \) is about the same magnitude as \( r_{\text{max}} \). We choose \( a = b/r_{\text{max}}^\beta \) to satisfy the range constraint and \( b \) is set to the minimum value for which the metabolic constraint is satisfied.

- **Metabolic constraint dominates**: This happens when \( K_{\text{total}} \ll r_{\text{max}}^\beta \). In this case we choose \( a = b/r_{\text{max}}^\beta \) and \( b \) is often very large.

\[\begin{align*}
\text{uniform prior} & & \text{Gaussian prior} & & \text{heavy-tail prior} \\
\text{A segment of the inverse incomplete gamma function is taken depending on the constraints. The higher the horizontal dash lines, the more substantial the metabolic constraint is. (b) The optimal } g(u) \text{ is determined for uniform variable } u. \quad \text{(c) The corresponding optimal } h(s) \text{ for Gaussian prior. (d) The corresponding optimal } h(s) \text{ for Gamma distribution } p(s) \propto s^{q-1} \exp(-s). \quad \text{Specifically, in the absence of maximum response constraint and assuming the input follows this heavy tail distribution, the optimal tuning curve is exactly linear. (e-h) Similar to (a-d), but for Poisson noise.}
\end{align*}\]

**2.3 Properties of the Optimal \( h(s) \)**

We have predicted the optimal response function for arbitrary values of \( \alpha \) (which constrain the noise) and \( \beta \) (which quantifies the cost). Here we specifically focus on a few biologically most relevant situations.

**Additive gaussian noise** We begin with the simple additive Gaussian noise model, i.e. \( \alpha = 0 \). This model could provide a good characterization of the response mapping from the input stimulus to the membrane potential of a neuron [19]. With more than sufficient metabolic supply, the optimal solution falls back to the principle of histogram equalization (see Figure 1b, yellow straight line). With less and less available metabolic budget, the optimal tuning curve bends downwards to satisfy this constraint. In general, the optimal solution strikes a balance between the the constraints, resulting in a family of optimal response functions in between of the two extrema mentioned above.

**Poisson noise** For neural spiking activity, it is observed that the variability often varies systematically with the mean firing rate [22, 23]. In the case of Poisson spiking, the theory predicts the optimal response function should bend more downwards compared to the case of Gaussian noise (see Figure 1). In the extreme case when the main resource constraint comes from the limit firing rate range, the model predicts a square tuning curve for uniform input (Figure 1f, yellow curve), which is consistent with early studies [28, 29].
2.4 Distribution of the response magnitude

In the case of Gaussian noise and $K_{\text{total}}$ is large, the response magnitude is equally distributed in the response range. This is consistent with the histogram equalization solution which uses the response range equally well. However, as the metabolic constraint plays an increasingly important role when $K_{\text{total}}$ is diminishing, the large response will be penalized more severely, resulting in more density at small response magnitude. We also found that Poisson noise leads to more penalization on large response magnitude compared to Gaussian noise, suggesting an interplay between noise and metabolic cost in shaping the optimal neural response distribution. Furthermore, in the case that $K_{\text{total}}$ goes to 0, the response distribution converges to a gamma distribution, with heavy tail. This phenomenon represents the sparse codes [7]. It also gives a simple yet quantitative characterization of how the energy budget may push the neural responses toward a sparse coding regime.

![Figure 2: Distribution of the response based on the optimal response function of a single neuron. (a) Gaussian noise. (b) Poisson noise. In the extreme case of Gaussian noise with effectively no metabolic constraint, the distribution is uniformly distributed on the whole range.](image)

3 Optimal Code for a Pair of Neurons

We next study the optimal coding in the case of two neurons with monotonic response functions. We denote the neural responses as $r = (r_1, r_2)$. Therefore the efficient coding problem becomes:

\[
\begin{align*}
\text{maximize} & \quad L(h) = \text{MI}(s, r) \\
\text{subject to} & \quad 0 \leq h_i(s) \leq r_{\text{max}}, \quad i = 1, 2. \quad \text{(range constraint)} \\
& \quad \mathbb{E}[K(h_1(s)) + K(h_2(s))] \leq 2K_{\text{total}} \quad \text{(metabolic constraint)}
\end{align*}
\]

Assuming the neural noise is independent across neurons, the system of two neurons has total Fisher information just as the linear sum of Fisher information contributed from each neuron $I_F(s) = I_1(s) + I_2(s)$.

3.1 Optimal response functions

Previous studies on neural coding with monotonic response functions have typically assumed that $h_i(s)$ has sigmoidal shape. It is important to emphasize that we do not make any a priori assumptions on the detailed shape of the tuning curve other than being monotonic and smooth. We define each neuron’s active region $A_i = A_i^+ \cup A_i^-$ where $A_i^\pm = \{s | \pm h_i'(s) > 0\}$. Without going into detailed proof (see supplementary materials, section B), we list the main conclusions

1. Neurons should have non-overlapping active regions $A_i \cap A_j = \emptyset$ if $i \neq j$.
2. If the metabolic constraint is binding, ON-OFF coding ($A_i^+, A_j^-$ are non-empty or vice versa) is better than ON-ON coding ($A_i^+$’s are non-empty) or OFF-OFF coding ($A_i^-$’s are non-empty). Otherwise all three coding schemes can achieve the same mutual information.
3. For ON-OFF coding, it is better to have ON regions on the right side: $\sup A_i^- \leq \inf A_j^+$. 
4. For ON-ON coding (or OFF-OFF), each neuron should have roughly the same tuning curve $h_i(s) \approx h_j(s)$ while still have disjoint active regions. Within the ON-pool or OFF-pool, the optimal tuning curve is same as the optimal solution from the single neuron case.
In Figure 3 we illustrate how these conclusions can be used to determine the optimal pair of neurons, assuming additive Gaussian noise $\alpha = 0$ and linear metabolic cost $\beta = 1$ (for other $\alpha$, $\beta$, the process is similar). Crucially, our theory allows us to predict the precise shape of the optimal response functions. This represents a significant advantage over the previous studies which also investigated ON-OFF coding scheme [13,30].

### 3.2 Comparison between ON-OFF and ON-ON codes

From Figure 3e we can see that, the maximum possible mutual information is monotonically increasing as a function of available energy $K_{\text{total}}$ until they both saturate the limit at $K_{\text{ON-ON}} = 0.5r_{\text{max}}$ and $K_{\text{ON-OFF}} = 0.25r_{\text{max}}$ respectively (see the yellow tuning curves in Figure 3a-d). Note that this specific saturation limit is only valid for $\alpha = 0$ and $\beta = 1$. In order to encode exactly the same amount information, the most energy efficient ON-ON pair (or OFF-OFF) always requires twice as much compared to the most energy efficient ON-OFF pair.

On the other hand, we can compare the ON-ON and ON-OFF by fixing a value of $K_{\text{total}} < 0.5r_{\text{max}}$ (i.e. when metabolic constraint is binding for ON-ON pairs). The optimal mutual information achieved by ON-ON neurons is always smaller than that achieved by ON-OFF neurons and the difference is plotted. If in the mutual information we use logarithm of base 2, this difference will saturate at $-1$ when the available energy is very limited $K_{\text{total}} \ll r_{\text{max}}$. In this extreme case, the ON-ON code is only half as efficient as the ON-OFF code. In other words, it takes as much as twice amount of time $T$ for the ON-ON code to achieve same amount of mutual information as the ON-OFF code.

![Figure 3](image-url)

**Figure 3:** The optimal response functions for a pair of neurons assuming Gaussian noise. (a) The optimal response functions for a uniform input distribution assuming ON-OFF coding scheme. Solid yellow curve and dash yellow curve represent the optimal solution with weak metabolic constraint. Solid red and dash red curves are the optimal solution with substantial metabolic constraint. (b) Similar to panel a, but for input stimuli with heavy tail distribution. (c) The optimal response functions for a uniform input distribution assuming ON-ON coding scheme. Solid and dash yellow curves are for little metabolic constraint. Notice that two curves appear to be identical but are actually different at finer scales (see the inserted panel). Solid and dash red are for substantial metabolic constraint. (d) Similar to panel c, but for input stimuli with heavy tail distribution. (e) A comparison between the ON-ON scheme and ON-OFF scheme. The x-axis represents the relative importance of metabolic constraint. The y-axis represents the corrected information, defined as the amount of information actually transmitted minus the maximal information that can possibly be transmitted. The green dash line represent the difference between the information transmitted by the two schemes. Negative difference indicates an advantage of ON-OFF over ON-ON.

Our analysis provides a quantitative characterization of the advantage of ON-OFF over ON-ON and shows how it depends on the relative importance of the metabolic constraint. The encoding efficiency of ON-OFF ranges from double (with very limited metabolic budget) to equal amount of the ON-ON efficiency (with unlimited metabolic budget). This wide range includes the previous
conclusions drawn by Gjorgjieva and colleagues, who only found a mild increase (∼ 15% at most) in the efficiency when comparing ON-OFF to ON-ON under short integration time limit [30]. It is well known that in the retina of many animal species, there is a split of ON and OFF pathways [31, 32]. The substantial increase of efficiency in the regime of strong metabolic constraint supports the idea that metabolic constraint may be one of the main drives for such pathway splitting in evolution.

In a recent study by Karklin and Simoncelli [13], it is observed numerically that training a simple linear-nonlinear network on natural images by maximizing mutual information subject to metabolic constraint would lead to ON-OFF coding scheme in certain noise regime. Our result may provide a theoretical bases for this observation, although we do not directly model the natural image, rather the neurons can been seen as encoding the local contrast in this context. Intriguingly, we found that in the case that the input distribution is a heavy tail distribution (see Figure 3b), the optimal response functions are two rectified non-linear functions who split the encoding range, which is the kind of non-linearity that has been observed physiologically in retina.

4 Optimal coding of large neural population

The framework could be generalized to study a large population of neurons (N = 2k, k is large). In this case, we consider the following problem:

\[
\begin{align*}
\max & \quad \text{MI}(s, r) \\
\text{subject to} & \quad \text{range constraint} \\
& \quad \mathbb{E}[\sum_i K(h_i(s))] \leq NK_{\text{total}} \quad (\text{metabolic constraint})
\end{align*}
\]

We can again solve this problem analytically by exploiting the Fisher information approximation of mutual information [27, 14]. Interestingly, we found the optimal codes should be divided into two pools of neurons of equal size k. One pool of neuron with monotonic increasing response function (ON-pool), and the other with monotonic decreasing response function (OFF-pool). For neurons within the same pool, the optimal response functions appear to be identical on the macro-scale but are quite different when zoomed in. We have shown that the optimal code must have disjoint active regions for each neuron. This is illustrated in the inset panel of Figure 3c, in which we show the case for two ON seemingly identical tuning curves.

We ask how the energy should be allocated across different neurons. Assume that metabolic cost is linear in terms of the response level and Poisson noise, each neuron across two different pools should share the same maximum firing rate. This generalizes to other noise type with considered (α > 0) and other metabolic cost function (β > 0).

We quantify the amount of the information increase by using optimal coding schemes compared to using all ON neurons or all OFF neurons. Interestingly, the results we found in the Fig 3e for the a pair of neurons generalize to the current case. Specifically, in the case of strong metabolic constraint (i.e., K_{\text{total}} is small), the optimal 2k-ON neuron scheme is close to half of the efficiency of the optimal k-ON/k-OFF scheme.

The optimal coding scheme is reminiscent of the opponent coding observed in some neural systems, for example, the sound location system [33]. In our results the support of the response function of an ON-neuron does not overlap with that of an OFF-neuron. We notice that in the physiological data [33], there appears to be some overlap between two neuron which belong to different pools. However, in the case that there is noise in the input, it is possible that some amount of the overlap might be beneficial.

5 Discussion

We presented a theoretical framework for studying optimal neural codes under biologically relevant constraints. We emphasized the importance of two constraints -- the noise characteristics of the neural responses and the metabolic cost. Throughout the paper, we have focused on neural codes with smooth monotonic response functions. We demonstrated that, maybe surprisingly, analytical solutions exist for a wide family of noise characteristics and metabolic cost functions.
An interesting venue for future research is to see whether the framework and techniques developed here could be used to define the optimal neural codes based on bell-shape tuning curves. Another interesting question is the optimal code in case of an odd number of neurons. Presumably, the solution for the case of $N = 2k + 1$ is close to $N = 2k$ for a large pool of neurons. However, when $k$ is small, the difference due to symmetry breaking may substantially change the result. We have not addressed these results due to the lack of biological relevance for this case. Also, we have only considered the case of maximizing mutual information as the objective function; it will be interesting to see whether the results generalized to other objective functions such as, e.g., minimizing decoding error [32, 35].

Due to the limited scope of the paper, we have ignored several important other factors when formulating the efficient coding problem. First, we have not modeled the spontaneous activity (baseline firing rate) of neurons. Second, we have not considered the noise correlations between the responses of neurons. Third, we have ignored the noise in the input to the neurons. We think that the first two factors are unlikely to significantly change our main results. However, incorporating the input noise may significantly change the results. In particular, for the cases of multiple neurons, our current results suggest that the response functions for ON and OFF neurons should not overlap. However, it is possible that this prediction does not hold in the presence of the input noise. Intuitively, introducing some redundancy by making the response functions partially overlap might be beneficial in this case. Including these factors into the framework should allow us to make a detailed and quantitative comparison to physiologically measured data in the future.
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