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ABSTRACT

Advances in imaging techniques and numerical methods enable patient-specific modeling

and simulation of blood flow to become a powerful tool in clinical research of arterial dis-

eases. In this thesis, we review a basic pipeline from medical image display, segmentation,

solid model construction, mesh generation, boundary conditions assignment to blood flow

simulation and results visualization. We mainly focus on the steps before simulation. Be-

sides description of basic ideas and theory contained, we gives a brief tutorial on using the

related software: SimVacuar, Gmsh and Netkar++. Applications of patient-specific models

on mechanism of maternal-placental circulation will be discussed in the realization part.
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1. introduction

1.1. Background

Arterial disease, such as atherosclerosis1 (a kind of arterial disease caused by fatty de-

posits on inner vessel walls), is the leading threat to human health. Atherosclerosis affects

arteries supplying blood to brain, heart and other organs, which induces cardiovascular

disease including stroke and coronary artery disease. In 2015, almost 15 million people

in worldwide range were dead of such cardiovascular disease.2 Both the causes and conse-

quences3 of arterial diseases involve abnormal circulation in blood flow. One important task

of hemodynamics4,5 is to study flowing blood and all the solid structures (such as arteries).

Understanding the role played by hemodynamics in the development and progression of

arterial disease is crucial in analysis and treatment of arterial diseases.

Amounts of qualitative study6,7 shows the arterial disease is correlated to hemodynamics

in various aspects. For example, Kwak et.al.8 pointed out that blood vessels are exposed to

various forces like mechanical stretch and shear stress. These strains and stresses induce the

onset of atherosclerotic lesions. In addition, in the study of Morbiducci et.al.,9 atheroscle-

rotic lesion is predisposed to develop at districts with special geometric property such as

bifurcations. These sites are disturbed flow regions and exerted to shear stress, providing

evidence that hemodynamics are involved in initiation and progression of the atherosclerotic

disease.

Besides the well-documented qualitative study, precise quantification of hemodynamics con-

ditions is necessary to evaluate disease risk. Some invasive measurement techniques are

useful in this regard. For instance, Chan et.al.10 collect information from sensors placed

at different body locations and estimate patient’s arterial blood pressure to determine the

relative risk of cardiovascular diseases. Invasive methods are accurate with reliable and

continuous data and commonly used in clinical treatment.11 However, these methods are

sometimes expensive for special equipment and time-consuming, needs to be operated by
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trained clinicians. Worse still, methods like catheter insertion may cause complications

such as lesion of nerves or vessels.12 Invasive techniques are also sometimes too risky or

impossible to be applied (e.g. measuring blood pressure in the uteroplacental arteries of

pregnant women is dangerous.58).

For these weakness of in vivo measurements, non-invasive measurement techniques based

on advanced medical imaging techniques13,14,15,16 such as computed tomography (CT),

magnetic resonance imaging (MRI), ultrasonography, angiography, and elastography have

been popular and used routinely in diagnose, since they can capture detailed anatomical

structure, blood flow velocity and tissue mechanical properties.17 Among these techniques,

Doppler ultrasound18 is utilized to measure blood flow velocity. Rather than only one-

dimensional Doppler ultrasound, since late 1980s, two-dimensional phase contrast MRI (2D

PC-MRI)59 has become a routine method for assessment of regional blood flow in heart

vessels. More recently, time-resolved PC-MRI (termed as ‘4D flow MRI’) allows for the

evaluation of complex blood flow patterns in 3D velocity field.19

1.2. Motivation

Although the above non-invasive imaging techniques are widely used in clinical treatment,

they can’t be regarded as reliable alternatives of in vivo measurements for inaccurate and

not capable in direct measurement of important variables. For example, although MRI20

can produce high-resolution images of the vessel bifurcation and capable of directing mea-

sure flow velocity, there still exists technique challenge in computing wall shear stress

(WSS), a key factor in the development of atherosclerosis, because it requires extremely

long scan times to obtain data at spatial and temporal resolutions. With the development

of algorithms and computing resources, computational fluid dynamics (CFD) modeling,21

combined with vascular imaging enables physicians to investigate indirectly measured pa-

rameters such as WSS and has been a powerful tool in blood flow analysis. Also, for the

individual property of medical imaging and clinical data, CFD modeling is also patient-

specific and enables individualized risk prediction and treatment plan.
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The purpose of our thesis is to review a basic work flow in the application of CFD modeling,

that is first using image-processing technique to construct vascular model on the given med-

ical image data, which will be imported into a CFD package later for generating volumetric

mesh and blood flow simulation.

The software package SimVascular provides a complete pipeline from medical image data

segmentation to patient specific blood flow simulation and analysis. Gmsh is a free 3D

finite element mesh generator with a built-in CAD engine and post-processor. Nektar++ is

an open-source software framework designed to support development of high-performance

scalable solvers for partial differential equations using the spectral/hp element method. Par-

aview is an open-source, multi-platform data analysis and visualization application. The

goal of this thesis is to give a brief tutorial in patient-specific modeling and simulation of

blood flow with several different software. SimVascular is used for generating vascular model

from Magnetic Resonance Image (MRI). Then we import the geometry model into Gmsh

for obtaining better mesh to accommodate specific physical structure and numeral compu-

tation convenience. With the boundary conditions we do simulation process in Nektar++

and visualize the output with Paraview for further analysis.

1.3. Open challenge

In medicine field, CFD models21 are widely used by industrial medical device developers

and academics, for the purpose of low-cost device prototyping, investigating arterial phys-

iology and computing parameters not obtained directly. However, the models constructed

in CFD modeling usually are complicated and time-consuming, which are not satisfied with

clinicians’ requirements of rapid and accurate results.

In addition, for CFD modeling application, model accuracy is related with clinical data

quality. For example, medical images with low resolution increases difficulty in segmenta-

tion and thus the created model is less matching with the real geometry structure. Imaging,

image-registration and segmentation algorithms are needed to be improved, although there

is some progress in these algorithms in recent years.22 With solid model, discretization
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process is also challenging, since it requires detailed knowledge of physiological structure to

make mesh adapted to vessel structure. To obtain good simulation results, mesh density

is supposed to be fine enough, which, however, induces great need of computing resource

and large cost of computing time. Also in simulation step, the input flow waveform data

is measured on medical image with assumption, which introduces errors. When setting

patient-specific boundary conditions, it’s not easy to produce reasonable rather than ran-

dom simulation results.

1.4. Organization

The rest of our thesis is organized as follows. In section 2, we provide the basic pipeline

for imaged-based modeling and preparation work for simulation. In section 3, a real case

of constructing a vascular model for pregnant women is displayed. Conclusion and further

discussions are summarized in section 4.
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2. Methods

In this section, we introduce a pipeline for vascular modeling and simulation pipeline as

shown in Figure 1. The first step of geometry modeling based on MRI image in SimVascu-

lar is to display image data. Next, create path approximated to center-line of vessel, along

which, a set of 2D contours of vessels’ lumen is generated and stitched together to create

the geometry model. The next steps are mesh generation and define boundary conditions,

prepared for blood flow simulation.

Figure 1: Pipeline for vascular modeling and simulation.26

This section is organized according to the steps in pipeline subsequently. In section 2.1, the

graphical user interface (GUI) of SimVascular’s visualizing tool is introduced. Section 2.2

then describes the how to generate a path from discrete points to a line with interpolation.

Section 2.3 compares several segmentation techniques in SimVascular, especially give a brief

review for the level set method in sections 2.3.1 and 2.3.2. With 2D segmented contours,

section 2.4 explains lofting surface construction and enumerates surface smoothing tech-

niques. Next, section 2.5 reviews role of mesh in simulation and common mesh generation

methods such as Delaunay Triangulation. Finally, in section 2.6, the method for prescribing

the analytic Womersley boundary profile is described.

2.1. Image Visualization

Typical medical image data is a set of intensity values defined on a 3D structured grid. It

represents different physiology organs and tissues with different intensity. Visualization is
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the most common application for medical image data. In SimVascular, incooperating with

VTK23,24 and MTK libraries,25 medical images such as magnetic resonance imaging (MRI)

and computed tomography (CT) scans can be displayed with a multi-window tool in 2D/3D

views as Figure 17.

Figure 2: Display window in SimVascular.

There are three 2D views and one 3D view on the screen. The demo data used in Figure 17

is MRI of the aorta and the iliac bifurcation. In the Axial 2D view (upper left), the most

lightening disk is the cross section of aorta. The following steps including path planning

and image segmentation are based on these areas in 2D views.

2.2. Path Planning

In order to create 3D geometry vessel model, defining paths along vessel center-lines need

to be done at first. Path construction includes two sets of ordered points as shown in Figure

3. One set consists of a small number “control points”, used to calculate an interpolating
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line. The other set is made up of plenty of ”path points”, resampled from the calculated

spine and the describe the path.

Figure 3: Two types of points in Path construction.27

With three 2D views in Figure 17 displayed simultaneously, we can approximately locate

the center points for the vessel lumen and add them as control point. The detailed operation

will be discussed in section 3.1.2.

After selecting a series of control points, a spline is created with interpolation. The choices

of basis used in spline interpolation is various. Here we consider interpolation with cardinal

basis (CBI)29 and give a brief introduction on it in section 2.2.1.

After path is created, we can make modifications to the control points, moving and deleting

them through the 2D windows, to ensure the good quality of path lines. Creating path lines

is hard to automated and requires human time and expertise. The distance of control points

is crucial and would affect a series of subsequent steps. When the distance between control

points is too short, it would induce kinks in the path(Figure 4(a)). On the other hand, if

the distance is too long, control points are not capable of catching the special feature of

vessel shape such as bends or tortuosity accurately(Figure 4(b)). In addition, when the

created path is jagged, we can apply Fourier smoothing on it. A quality path is significant

for lofted 2D segmentation along pathline.
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Figure 4: Impact of control points’ distance on model.28

2.2.1 Interpolation with Cardinal Basis

Consider we have a set of distinct control points Sn = {xi, i = 1, ..., n} in the space D ⊂ R3

corresponding to MRI, with associated real values {fi, i = 1, ..., n}, and a linear space

φ(D), spanned by continuous basis function gi : D → R, (j = 1, ..., n). The multivariate

linear interpolation problem at scattered data lines in finding F ∈ φ(D) such that

F (xi) =
n∑
j=1

ajgj(xi), (i = 1, ..., n). (1)

The points xi are the nodes and the fi are the function values. Linear equations (1) are

uniquely solvable if and only if the n × n interpolation matrix A = gj(xi), (i, j = 1, ..., n)

is nonsingular. We use basis functions depend on the nodes themselves, which guarantees

the property of unisolvence. CBI selecting continuous ”cardinal functions” χj : D → R,

(i = 1, ..., n), such that

χj(xi) = δij , (i = 1, ..., n), (2)

where δij is the Kronecker delta operator. The interpolation function F can be rewritten

as

F (x) =

n∑
j=1

fjχj(x). (3)
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The function (3) is the basic form of CBI. Next we use a simple and efficient procedure

suggested by Cheney30 to obtain CBIs.

Consider a real function α satisfying conditions as follows:

α(x, y) > 0, ifx 6= y; α(x, x) = 0; ∀x, y ∈ D. (4)

Define the function χj by the equations

χj(x) =

∏n
k=1,k 6=j α(x, xk)∑n

j=1

∏n
k=1,k 6=j α(x, xk)

, (5)

Replace the χj(x) in 3 and simply it we can acquire

F (x) =
n∑
j=1

fj
1/α(x, xj)∑n
j=1 1/α(x, xj)

, (i = 1, ..., n) (6)

For most application it is convenient to consider α(x, y) as a function of distance d(x, y)

defined on D ∈ R3, i.e.α(x, y) = φ(d(x, y)). In application of constructing path of vascular

model, it’s not proper to define α(x, y) as a function of distance. Other factors such as

direction31also needed to be considered.

2.3. Image Segmentation

In the loft 2D segmentation approach, similar to path, the created contours also defined

by two kinds of order points, control points and contour points. The contour points are

calculated by the closed interpolation spline from control points. In application, user can

translate or scale the contour by moving the control points. The location and shape of con-

tour directly influence the quality solid model. Like the space of control points distributed in,

the distance between ordered contour too short or too long would bring problems. Wang32

explained that when two contours are too far, features of the geometry structure can’t be

represented well (Figure 5(c)). On the other hand, when their location are so close, they
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would intersect with each other. In this case, the generated geometry model is not physical

since the wall of vessels are not likely to be folded and intersect with itself. Even if there

doesn’t occur intersection, the close space would make it difficult to satisfy the continuous

constraints for surface smoothness.

Figure 5: Impact of contours’ space on the model.28

Not only improper contour space, but also low quality contour shape would cause distortion

in geometry model. SimVascular offers several methods to create 2D contours, including

thresholding,36 level set method,33,34,35 analytical methods, and manual methods. These

methods are operated on a plane perpendicular to the path line. Threshold method is based

on the image intensity values, which are assumed to be assigned centered at each pixel. A

set of isocurves are created with bilinear interpolation function.37 The contour is chosen

from these isocurves. A circle specified radius is defined centered on the path. Then the

contour of the lumen segmentation is supposed to be the smallest closed isocurve which

completely encapsulates the circle. For the level set method, the basic idea is to set the

initial contour, such as a small circle, and then grows in the direction of intensity gradient

to find the location with sharpest intensity change. A brief review of level set method will

be given later in sections 2.3.1 and 2.3.2. Analytical methods let users to obtain boundary

of lumens with specific shape such as circle or ellipse, while manual methods enable users

to get irregular contour shape by manually selecting points along the lumen, which will be

automatically connected by a closed spline.

Among these methods, although threshold and level set methods can obtain contours close

to lumen boundaries, more accurate then that generated by analytical methods, they focus

more on intensity values or intensity gradient data then anatomy structure and result in
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Figure 6: Mathematical representation in level set method.

jagged contours needed to smoothing processed. In addition, the contours lack of smooth-

ness produces bad quality solid model and volume mesh. When our interest area is small

and convoluted, these automated methods can’t perform well as manually segmentation

method. However, the contour quality generated by manually segmentation together with

analytically method needed to estimate whether approximated to the real boundary. In

general, users are supposed to choose segmentation method according to the feature of

image with caution.

2.3.1 Level Set Method

Assume x(t) = (x1(t), x2(t), ..., xn(t)) ∈ Rn to be the location of a point on the front,

evolving over time. At any time t, every point x(t) has no height, generating the formula:

φ(x(t), t) = 0 (7)

where φ(x(t), t) = 0 can be any function as long as its zero root produces the contour. Take

an example, φ is the distance from point x(t) to the closet point on the contour. When

φ(x(t), t) is positive(negative), point x(t) is outside(inside) of the contour (see Figure 6).

From equation (7), with the chain rules, we have

∂φ(x(t), t)

∂t
= 0
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∂φ

∂x(t)

∂x(t)

∂t
+
∂φ

t

t

t
= 0

∂φ

∂x(t)
xt + φt = 0 (8)

Recall that the gradient ∇φ at point x(t) is ∂φ
∂x . Notice that the gradient vectors at points

on the contour are parallel to the plane. We can rewrite equation (8) as

∇φxt + φt = 0 (9)

Since the velocity xt is a vector, we can decompose it into two perpendicular subvectors on

the plane with direction normal or tangent to the contour. Since the tangent subvector is

orthogonal to ∇φ, their dot product is zero. This tangent subvelocity makes the contour

spin but not change the shape. For the left normal subvelocity, parallel to ∇φ governs the

evolution of the contour, represented as vn, where v denotes the magnitude and n = ∇φ
|∇φ|

is its direction. Hence the formula (9) is converted as

v
∇φ
|∇φ|

∇φ+ φt = 0

φt + v|∇φ| = 0 (10)

The implicit function (10) describes the motion of contour. Given initial state of φ at t = 0

and its (scalar) motion function v(t), we can infer value of φ(x, t) at any point and time.

The 2D contour is defined as the zero level set, the solution of φ = 0.

Also we can get the surface curvature with φ. Take surface in 2D for an example, curvature
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of a planar contour is defined as the divergence of the normal vector,

κ = ∇ · ∇φ
|∇φ|

= (
∂

∂x
,
∂

∂y
)(

φx

(φ2
x + φ2

y)
1/2

,
φy

(φ2
x + φ2

y)
1/2

)

=
φxxφ

2
x + φxxφ

2
y − φ2

xφxx − φxφyφyx + φyyφ
2
y + φyyφ

2
x − φ2

yφyy − φyφxφxy
(φ2
x + φ2

y)
3/2

=
φxxφ

2
y − 2φxφyφxy + φyyφ

2
x

(φ2
x + φ2

y)
3/2

(11)

For surface in 3D, there are several kinds of curvature combined into level set method.33,34

2.3.2 Implementation Of Level Set

For the medical image with discrete pixels, the functions contained in the level set method

need to be discretized. First, at some time point tn, denote current values of φ as φn = φ(tn).

After some time increment 4t, at tn+1 = tn+4t, we obtain updated values of φ and denote

it as φn+1. When 4t is sufficiently small, φnt can be evaluated as

φnt =
φn+1 − φn

4t
(12)

Next, consider one dimensional version of the equation (9) at point x and rewrite it as

φn+1
i − φni
4t

+ uni (φnx)i = 0 (13)

If uni > 0, the values of φ moves from left to right, with first-order upwind scheme,38,39 φnx

can be approximated by D−φ =
(φni )−(φni−1)

4x . Conversely, if uni < 0, the values of φ moves

from right to left, D+φ =
(φni+1)−(φni )

4x is used to estimate φnx. Notice that uni = u · φx
|φx| .
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Hence the above two cases can be converted as

φnx =



D−φ if u > 0, D−φ > 0

D+φ if u > 0, D+φ < 0

D+φ if u < 0, D+φ > 0

D−φ if u < 0, D−φ < 0

(14)

|φnx| =


[max(D−φ, 0)2 + min(D+φ, 0)2)]1/2 = 5+

i if u > 0

[max(D+φ, 0)2 + min(D−φ, 0)2)]1/2 = 5−i if u < 0

(15)

Hence for the one dimension level set equation (13), the first order finite difference can be

φn+1
i = φni +4t(max(u, 0)5+

i + min(u, 0)5−i ) (16)

Similarly for two dimensional version, we have the approximation

φn+1
ij = φnij +4t(max(v, 0)5+

ij + min(v, 0)5−ij) (17)

where

5+
ij = [max(D−xφnij , 0)2 + min(D+xφnij , 0)2 + max(D−yφnij , 0)2 + min(D+yφnij , 0)2]1/2 (18)

5+
ij = [max(D+xφnij , 0)2 + min(D−xφnij , 0)2 + max(D+yφnij , 0)2 + min(D−yφnij , 0)2]1/2 (19)

In addition, in order to create a relatively smooth contour, a penalized term of high curva-

ture is added, that is

φn+1
ij = φnij +4t(max(v, 0)5+

ij + min(v, 0)5−ij) +4t[κij ] (20)
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2.4. Solid Modeling

With segmented 2D contours, a boundary representation (B-Rep) is created along the path

by lofting the ordered 2D segmentation.

2.4.1 Lofting Surface

Here we introduce the general idea of surface lofting procedures. Our review starts with

some basic conception including B-spline curves41,42 and B-spline surface.40

A pth-degree B-spline curve C(u) is defined by

C(u) =
n∑
i=0

Ni,p(u)pi (21)

where pi are control points, Ni,p(u) are the pth-degree B-spline functions defined on the

nonperiodic (and nonuniform) knot vectors U = {u0, u1, ..., un+p+1}, which is

Ni,0(u) =


1 if u ∈ [ui, ui+1]

0 otherwise

Ni,p(u) =
u− ui

ui+p − ui
Ni,p−1(u) +

ui+p+1 − u
ui+p+1 − ui+1

Ni+1,p−1(u) (22)

Now suppose we have a set of points {Qk}, k = 0, ..., n and want to obtain a pth-degree B-

spline curve interpolated by these points. From equation (21), since the parameter value u

is undetermined, we assign a set of ūk to every Qk. Also we need to set up knot vectors U =

{u0, ..., um} to construct the B-spline functions. Based on these set-up, our interpolation

problem is converted to solving a (n+ 1)× (n+ 1) system of linear equation,

Qk = C(ūk) =
n∑
i=0

Ni,p(ūk)pi (23)

where the control points pi are unknown.

For determining ūk, three methods including equally spaced method, chord length method
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and centripetal method are used widely. Chord length method is the most widely used

method. Let d denote the total chord length

d =
n∑
k=1

|Qk −Qk−1| (24)

Then let ū0 = 0, ūn = 1, and

ūk = ūk−1 +
|Qk −Qk−1|

d
, k = 1, ..., n− 1 (25)

From,40 the equally spaced method is not recommended, since it can produce wired shapes

like loops when data points are not evenly spaced. Although the chord length method can

generate a uniform parameterization of curve, the centripetal method performs better when

the data turns sharply in the space.

Next knot vectors are selected with averaging method, that is,

u0 = u1 = ... = up = 0 um−p = ... = um = 1

uj+p =
1

p

j+p−1∑
i=j

ūi j = 1, ..., n− p
(26)

Knot vectors defined with averaging method reflect the distribution of ūk. With the above

variables, we can compute pi in equation (23).

A B-spline surface can be generated from a bidirectional net of (n + 1) × (m + 1) control

points and two of knot vectors,

S(u, v) =

n∑
i=0

m∑
j=0

Ni,p(u)Nj,q(v)pi,j (27)

where u and v are two independent parameters and pi,j are control points. Ni,p(u) and

Nj,q(u) are pth-degree and qth-degree B-spline basis functions. The lofting method for free

form surface modelling in current CAD systems is to construct a skinned surface S(u, v)

passing through a set of curves C0(u), C1(u), ..., Cn(u) so that S(u, vi) = Ci(u) for 0 = v0 <
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v1 < ... < vn = 1.

To implement the lofting method, we assume all curves have a common degree p and knot

vector U . If not, we can adopt degree elevation and knot insertion algorithms.40 As long

as the v direction and degree p is chosen, we can calculate the parameters ūk with chord

length method and knot vectors U with averaging method, which are used in interpolating

B-spline curve for given data. Let qij be the i -th control point for j -th curve Cj(u) and

pij be the ij -th control point for the lofted surface S(u, v). Then with the B-spline curve

function on Cj(u)the parameterization, the points on the curves and lofted surface can be

represented as

S(u, vj) =

n∑
i=0

m∑
j=0

Ni,p(u)Nj,q(vj)pij

=
n∑
i=0

Ni,p(u)
m∑
j=0

Nj,q(vj)pij

=
n∑
i=0

Ni,p(u)qij

= Cj(u)

(28)

From the above equation (28), the control points pij can be calculated by solving the linear

equations shown below:
m∑
j=0

Nj,q(vj)pij = qij



1 0 0 · · · 0

N0,q(v1) N1,q(v1) N2,q(v1) · · · Nn,q(v1)

N0,q(v2) N1,q(v2) N2,q(v2) · · · Nn,q(v2)

...
...

...
. . .

...

0 0 0
... 1





pi0

pi1

pi2

...

pin


=



qi0

qi1

qi2

...

qin


(29)

Therefore, with the solution of control points pij, we get the loft surface S(u, v).
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2.4.2 Boolean Operation

Boolean operation is useful in vascular modeling with special shape such as branch. There

are variety of Boolean implementation methods for B-Reps and can be roughly divided

into four categories, volumetric methods, interval computation methods, exact arithmetic

methods and approximate arithmetic methods.43

The Boolean operations between two objectA andB include their union (A∪B), intersection

(A ∩ B) and difference (A \ B orB \ A). To get the Boolean operation result, we first find

the intersection loops, where surface A crosses surface B. Then we separate these two

objects into several portions by the intersection loops. Finally, we determine the appropriate

combination of the separated sub-surfaces to obtain the Boolean results.

2.4.3 Surface Smoothing

For the surface obtained from Boolean operations, it may have sharp angles where two

objects union, which is important to resolve as it can lead to bad meshes for CFD. So

surface is an important step. Also, discrete B-rep surface may contain roughness since

they are generated from discrete image data which analytic representation is not available.

Then a series of surface manipulation operations, including smoothing, decimation and

subdivision,47 are needed to be done later. The main purpose of smoothing is to reduce the

difference between two adjacent triangles in surface mesh. Decimation denotes the process

of reducing the number of triangles in the surface mesh to obtain a simpler mesh or improve

the mesh quality by removing triangles with bad quality. Oppositely, subdivision process is

to increase the number of cells by splitting some of them into several smaller subcells. This

process produces a finer mesh than the original one, containing more polygonal cells and

influence the subsequent simulation process.

SimVascular contains smoothing methods such as Laplacian smoothing44 and constrained

smoothing.? A typical Laplacian smoothing method moves a point to a new location by
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average the points connected this specific point, that is,

x̄i =
1

n

n∑
j=0

x̄j (30)

where n is the number of the nodes sharing edge with node i, x̄i is the new coordinate

of node i and x̄js are the coornidates of the adjacent nodes j. After iterations, the point

moves closer to its neighbor nodes. Although it decreases roughness to, it shrinks the volume

of whole geometry. The shrinkage problem causes inaccuracy in the blood simulation. To

overcome the shrinkage problem, the constrained smoothing method46 developed in work on

watershed ridges minimizes the error between the original mesh and the Laplacian smoothed

mesh. For each iteration (30), a constrained equation is added. The location of a smoothed

point on the surface becomes the minimum of two equations in an optimization problem.

The iteration becomes,

x̄i − (x̄original + w) = 0 where w = ‖x̄i − x̄original‖ ∗ wuser

x̄i −
1

n

n∑
j=0

x̄j = 0
(31)

where wuser is a weight coefficient ranging from 0 to 1 to penalize the deviation between

new coordinate and the old one. The matrix form of the equations (31) is



1 0 0 · · · · · · · · · 0

0 1 0
. . .

...

0 0 1
. . .

. . .
...

...
. . .

. . .
. . .

. . .
. . .

...

...
. . .

. . . 1 0 0

...
. . . 0 1 0

0 · · · · · · · · · 0 0 1


︸ ︷︷ ︸

A1



xx0

xy0

xz0
...

xxm

xym

xzm



=



xxoriginal + w0

xyoriginal + w0

xzoriginal + w0

...

xxoriginal + w0

xyoriginal + w0

xzoriginal + w0


︸ ︷︷ ︸

b1

(32)
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1 0 0 − 1

n · · · · · · · · ·

0 1 0 0 − 1
n · · · · · ·

0 0 1 0 0 − 1
n · · ·


︸ ︷︷ ︸

A2



xx0

xy0

xz0
...

xxm

xym

xzm



=


0

...

0


︸ ︷︷ ︸

b2

(33)

Here we assume each coordinates has 3 components and the total degree of free of this linear

system is 3*m, m is the number of nodes in the mesh. In order to solve equation (32) and

(33), we combine them together as A = [A1;A2] and b = [b1; b2]. With conjugate gradient

method, the problem of solving Ax = b is converted as solving ATAx = AT b.

2.5. Mesh Generation

When the solid model is created, it is discretized into small pieces with simple shape, such

as triangles or quadrilaterals in two dimensions and tetrahedron or hexahedron in three

dimensions. The discretized model is a “mesh” and the process of generating discretized

model is “mesh generation”. Meshes are widely used in many applications, including geog-

raphy, cartography, computer graphics et.al.. In our thesis, we mainly briefly review meshes’

important roles in numerical solution of differential equations in physical simulation. We

start with the introduction of finite-element method to present the purpose of mesh.

2.5.1 Finite-Element Method

There are various methods to discrete approximation of partial differential equations. One

popular method in is finite-element method. The general idea of this method is to replace

the unknown function we seek with finite-dimensional approximations. Assume the partial

differential equation as

Lu = f (34)
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where u is the unknown function of position and possibly also of time, L is the linear

differential operator on the domain ω, and f is the given function we know. We see an

approximate solution of (34) on some geometric domain Ω. The weak form is obtained by

multiplying a test function and do integration on both sides of equation (34). That is for

some test of test functions ψi, the solution u(x) should satisfy

∫
Ω

(Lu)ψi =

∫
Ω
fψi (35)

The finite-element method replaces the continuous function u(x) with finite-dimensional

approximation ū(x) =
∑n

k=1 akφk(x), where φk(x) are the basic functions, typically selected

as lower-order polynomials. Then the results of Lφk can be calculated easily. Function f

can also be approximated by basis functions φk can denoted as f̄ . The problem is converted

as finding the values of ak.

With finite-element method, the weak form is rewritten as

∫
Ω

(Lū)ψi =

∫
Ω
f̄ψi = fi∫

Ω
(Lū)ψi =

n∑
k=1

ak

∫
Ω

(Lφk)ψi
(36)

The efficiency of the method is related to the size of the set Iik, consisting of different values

of parameters x where both φk(x) and ψi(x) are nonzero, which size is usually small. Then

the computation is reduced to

Aik =

∫
Ω

(Lφk)ψi =
∑
e∈Iik

∫
e
(Lφk)ψi (37)

With computed fi and Aik, we can build a liner system from (36) to find the solution of

unknown ak and approximated ū. The mesh quality of domain Ω has a large influence on the

accuracy and efficiency of the simulation based on a solution of the differential equations.48
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2.5.2 Unstructured Mesh

The type of mesh can be roughly divided as three categories: structured mesh, unstructured

mesh and hybrid mesh (see Figure 7). A structured mesh has vertices that are connected

Figure 7: Three types of mesh.

in a regular pattern, whereas a unstructured mesh shows irregularity. The hybrid mesh

is a combination of small number of structured meshes and overall uninstructed pattern.

Although structured meshes take advantages in requiring less memory for data storage and

saving time for computation work in PDE solving, unstructured meshes are more flexible in

fitting complicated geometry domains. Thus for arbitrary geometric models, unstructured

meshes are more likely to be used. Numerous automated methods have been developed for

unstructured mesh generation, including Delaunay triangulation,52 constrained Delaunay

triangulation, and quadtrees(2D)/octrees(3D) method. Here we give a brief introduction

to Delaunay triangulation, one of the most common methods.

2.5.3 Delaunay Triangulation

For the application of Delaunay Triangulation in two dimensions unconstruted mesh gen-

eration, it consists of two phases: placement of Steiner points, followed by triangulation.

In the placement phase, Steiner points denote points added into the set of vertices of the

input domain, which doesn’t refer to a specific location. The placement phase first places

Steiner points along the boundary of domain then places interior points. The number of
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Steiner points on the boundary of domain Ω should be sufficient to make sure the resulting

mesh accord to the original domain. One approach to place Steiner points advancing front

method, adding points in successive layers from the boundary of domain. Notice that many

advancing front methods can generate triangle meshes themselves rather than only Steiner

points.The triangulation phase follows Delaunay triangulation property. That is given a set

of points S = {s1, s2, ..., sn}, the circumcircle of any triangle (si, sj , sk) doesn’t enclose any

other points in S. There are lots of Delaunay triangulation algorithms and we describe one

of them called edge flipping algorithm, which starts from any triangulation of S and then

optimizes each edge locally. Let e be any internal edge ( not on the boundary) in the trian-

gulation and Qe be the triangulated quadrilateral generated by two triangles which share

edge e. We say Qe is reversed if each triangle’s circumcircle contains the opposite vertex.

If Qe is reversed, then we change edge e for the another diagonal edge in Qe. Algorithm 1

presents the pseudo code for the edge flipping algorithm.

Algorithm 1 Pseudo code for edge flipping algorithm

generate an initial triangulation of S
construct a list consisting of all the internal edges
while the list is not empty do

remove the first edge e in the list
if quadrilateral Qe is reversed then

flip it and add the outside internal edges of Qe to the list
end if

end while

For Delaunny Triangulation in three dimensions, the above point placement menthods suffer

from problem, that is the generated mesh might contain sliver tetrahedra with bad shape

since the circumsphere of a sliver isn’t much larger than sliver’s edges. Thus some Delaunay

mesh generation methods have extra postprocessing steps to remove slivers, which have bad

effect in numerical simulation. Also the generation of using edge flipping algorithm directly

to three dimensions has difficulties since not any tetrahedralization can be transformed into

Delaunay triangulation by flips. However, there are other methods based on edge flipping

idea, such as incremental Delaunay triangulation algorithms, work well. These algorithms

use add one point in the triangulation, and split the tetrahedron which encloses the new
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point into four pieces by connecting new point to the four vertices. Then flip the edge to

a new Delaunay triangulation. Usually the initial bounding tetrahedron consists of four

dummy points which will be delete in the end together with their incident tetrahedra.

2.5.4 Mesh Quality

After finish meshing process, evaluation mesh quality is necessary since the quality of mesh

influences the accuracy of results and running time.48 For the exterior surface mesh, we can

roughly judge it in a visual inspection. However, it’s not practical to visualize and evaluate

large number of interior tetrahedral mesh element. To overcome it, Geometric-based mesh

indicators are used. Here we introduce two indicators: radius ratio and edge ratio. The

radius ratio, suggested by Cavendish et.al.,49 is the radio of radius of the maximum inscribed

circle (sphere in 3D) over the radius of the circumscribe circle (sphere in 3D). The radius

ratio of equilateral element shape is 2. The edge ratio is the ratio of the maximum length

of the edge to the minimum length of the edge of the element. Edge ratio is always greater

than or equal to 1 (equilateral element shape). Higher the value of edge ratio, the shape

of the element is less regular with worse quality. These indicators can be visualized and

inspected in Paraview software.

2.5.5 Mesh processing

In order obtain mesh with good quality, a series of mesh processing procedures, including

remeshing and smoothing, are needed to be done. Remeshing is an important technique to

reduce the complexity of a surface mesh or improve the quality of mesh for better perfor-

mance in application. For example, as shown in Figure 8, the quality of surface mesh on

the left side is unsatisfactory. Its elements are not isotropic, highly skewed, which would

cause errors in simulation process. After remeshing, the right picture in Figure 8 improves

mesh quality dramatically.

Besides remeshing, Smoothing techniques are also key to capture geometric information.

24



Figure 8: An example of Remesh tool in Simvascular.51

One of the smoothing techniques, which is based on polygon interpolation, named as

Spherigon,50 is capable in removing polygon aspect of rough polygonal meshes to smooth

the shape. A brief description of this method in application of triangulation mesh is pro-

vided below. Consider having a triangle element T defined by the vertices Pi, i = 1, 2, 3

and each vertex is assigned with a normal direction Ni, i = 1, 2, 3. For each point P on

the polygon surface T (see in Figure 9), its location is represented as P =
∑3

i=1 riPi. The

Figure 9: Interpolating positions and normals on the triangle. T 50

corresponding normal direction, also named as Phong normal, at this point is defined as

N = (
∑3

i=1 riNi)Normalized. For each vertex P , the point Q projected on curved surface

from P is created by moving P along its normal direction N . We then compute the dis-

placement contribution related to each vertex Pi. For better explanation, we provide a

geometric plot in Figure 10. Qi is on the line of P with direction of N and also constructs

a circular arc together with Pi. This circular arc is orthogonal to Ni at Pi and orthogonal
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Figure 10: The construction of the vertex con-
tribution for a given point.50

Figure 11: Interpolating the vertex contribu-
tions.50

to N at Qi.

The first step is to project Pi onto N as Ki. Hence Ki is computed as

Ki = P + ((Pi − P ) •N) (38)

To obtain Qi, we project Ki and Qi on to Ni as Ai and Mi. Because of symmetry, |
−−−→
KiQi| =

|
−−−→
MiPi|. Then |

−−→
AiPi| = |

−−−→
KiQi|+

−−−→
KiQi •Ni. So Qi is calculated with

Qi = Ki +
(Pi −Ki) •Ni

1 +N •Ni
N (39)

With all points Qi in Figure 11, a point Q is generated by averaging these Qi with weight

normalized blending functions fi, that is

Q =

3∑
i=1

fi(r)Qi, r = (r1, r2, r3) (40)

With this algorithm, the interpolated point Q of any point P on the polygon T can be

computed. The interpolation surface would be like Figure 12.

2.6. Boundary Conditions

With the generated unstructured mesh, blood flow simulations are performed using Nek-

tar++.54 Many parameters are needed to be calculated and reset before simulation. Before
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Figure 12: The interpolation surface.50

giving explanation in how to set them up, we give some physiologic information about the

simulation problem in Figure 13.

Figure 13: Structure of a simple cylindrical vessel.56

In spite of the complicate geometrically shape of a vascular model, its boundary layers can

be classified into three groups as shown in Figure 13. Inlet (inflow boundary) Γg is the set

of face(s) of the vascular model where a blood flow wave, detected from clinical treatments,

is prescribed. Usually, the blood flow is regarded as pulsatile flow,53 or a Womersley flow,

since it has periodic variations. The wall boundary Γs refers to interface between vessel

wall and the fluid domain Ω. In most cases, the wall is assumed to be rigid and a zero

velocity condition is assigned to the wall layer. The other boundary layer is outlet (outflow

boundary) Γh, where a pressure value is uniform prescribed.
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2.6.1 Inflow boundary conditions

The boundary conditions are essential to obtain high quality simulation results. For the

inlet boundary condition associated with velocities, Womersley velocity profile is defined

for pulsatile flow in Nektar++ by using the following formation:

w(r, t) = A0(1− (r/R)2) +

N∑
n=1

Ãn[1− J0(i3/2αnr/R)

J0(i3/2αn
]eiwnt (41)

where radius r is the radius, t is time and R is the radius of the inlet. J0 is the Bessel

function, and αn = R
√

2πn/Tν are the Womersley numbers with period T and kinematic

viscosity ν. Ãn are the coefficients obtained by scaling Fourier coefficients An of the desired

flow waveform in the following way:

Ãn = 2An/[1−
1

J0(i3/2α)
] (42)

2.6.2 Windkessel models

For the aortic outlet, a Windkessel55 RCR boundary condition will be specified. In 1899,

German physiologist Frank first derived the Windkessel model.

A Windkessel model (see Figure 14) mainly consists of three elements: a proximal resis-

Figure 14: RCR Windkessel model electric analogue

tance R modeling the viscous resistance of arterial vasculature, a capacitance C modeling

the vessel compliance of downstream vasculature and a distal resistance Rd modeling the

resistance of the capillaries and venous circulation. Pd is a downstream pressure varying as
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a function of a time. With time varying, the pressure P from t = 0 can be calculated by

P (t) = [P (0)−RQ(0)− Pd(0)]e−t/τ + Pd(t) +RQ+

∫ t

0

e−(t−t̃)/τ

C
Q(t̃)dt̃ (43)

where τ = RdC. Three parameters R,Rd and C are tuned to let resulted pressure P

accommodate with patient-specific physiologic conditions. The tuning is not a trivial task.

The work of Chen and Quarteroni57 is also interesting as they study the sensitivity of the

predicted results on the R, C parameters.
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3. Results

In this section, we give a brief tutorial in how to visualize MRI data, create a model in

SimVascular, how to generate mesh in Gmsh, and how to write boundary condition file in

Nektar++ for a realistic case.

3.1. Geometric Modeling

The geometry of vascular model we build consists of a descending aorta, left/right common

iliac arteries, left/right external iliac arteries and left/right uterine arteries (UtAs), which is

similar to that in the Figure 15. With the vascular model, we are interested in studying the

uteroplacental (maternal-placental) circulation,58 referring the maternal blood flow starts

from UtAs, through arcuate arteries, radial arterials and spiral arteriesa and finally into

placental intervillous space. The purpose of this study is trying to understand the biolog-

ical mechanism of hypertensive pregnancy disorders (HPD) development, a most common

medical problem occuring during pregnancy.

Pregnant women with HPD are at high risk of maternal and fetal morbidity and mortality.

One typical clinical manifestation of HPD is having exceeding high blood pressure. Un-

fortunately, when this symptom is detected, the optimal opportunity for treatment is lost.

Therefore, by understanding the initiation and development of this high blood pressure,

medical experts hope to find biomarkers of HPD in early gestation that is predictive of ad-

verse pregnancy outcomes and use it to develop effective clinical treatments. Most people

consider this high blood pressure initiates in the spiral arteries and placental intervillous

space. However, at present, there is no clinical method enables people to measure pressure

in these place since the conduits are too small. Clinicians can only measure blood velocity in

the UtAs, upstream from placenta, with Doppler ultrasound technique. Then if the velocity

has features such as dicrotic notch of the velocity and high pulsatility (large amplitude) of

the waveform, clinicians would infer high blood pressure in UtAs. The standard clinical

method to measure arteries is to put a catheter pressure sensor into a patient. But this
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Figure 15: Geometry of vascular model.

method isn’t suitable for a pregnant woman because of the risks of internal monitoring

include maternal and fetal infection. Since the invasive method is unavailable, non-invasive

method such as 4D flow MRI is used to measure the 3D velocity. With prior knowledge

of Navier-Stokes equations, some assumptions and patient-specific inputs, pressure can be

estimated with 4D flow MRI.

3.1.1 Image Data Visualization

Before displaying the medical image data, users are supposed to create a SimVascular (SV)

project first. To create a project:

Menu: File → Create SV Project

Set project name and project source.

Click the button ’OK’.

Then the tree structure of the project would be displayed in SV Data Manager window.
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Next, as shown in Figure 16, load the medical image data into the project by right clicking

Images in SV Data Manager window and select Add/Replace Image.

Figure 16: SV Data Manager window (left) and load image operation (right).

Then we obtain Display window as Figure 17. There are several common operations in

adjust 2D/3D views in Display, which are widely used in path creation step. When place

the mouse on a 2D view,

Move the crosshair by clicking left mouse button.

Zoom in (out) the 2D view by holding right mouse button and moving mouse ahead (back).

Change image slice in Image Navigator window by scrolling center mouse button.

We can also adjust the 3D view with the following operations:

Rotate the 3D volume with left mouse button.

Zoom in (out) the 3D view with right mouse button.

Translate the 3D volume with center mouse button (or ’shift’+left mouse button).

3.1.2 Path Creation

The geometry of the interested arteries has been introduce at the beginning of this section.

The construction of vascular model starts with path creation explained in section??. We

first construct the aorta, since it’s the largest vessel in the image data we’re interested in.
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Figure 17: Display window of medical image data

To create a data node for storing information of aorta pathline:

Right click the path in the SV Data Manager window.

Select Create Path in the popup menu.

Path Name: aorta

Subdivison Type: Spacing Based

Click Ok.

Different Subdivison Type has different ways to set the number of path points. When

choosing Spacing Based type, the Spacing s is animatedly filled with minimum image

spacing. Assume l is the distance between two control points and the total number of

control pointsis Nc, then the number of path points is Npa is calculated with Npa =

[l/s] ∗ (Nc − 1) + 1. Now a new data node aorta is added in the SV Data Manager.

When click aorta, SV Path Planning tool pops up. To add a control point:

Image Navigator: Axial slider: 73 (the maximum value)

Place the cursor into the Axial 2D view and zoom it.

Move the cursor to the center of the aorta vesseS.

Click the button Add in SV Path Planning.

A control point is added into the aorta path and its location information appears in the
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Control Point List. In the display view, the point is shown as red/blue point (square)

when it is/isn’t chosen. To prevent the point covering the display view, we can change the

size of point:

Right Click aorta in SV Data Manager.

In the popup menu select Point 2D Size.

Give a smaller and proper size then click OK.

When a control point is created, it is important to check whether this point is located or

approximated to the center of the vessel with three 2D views together. To move a control

point,

Select the point in the Control Point List. The point in the 2D view becomes red.

Left press the cross center of the point and move it to a new place.

If it’s not easy to select the center of the point, we can change the size of the point larger.

We continue to decrease Axial slider value in Image Navigator. Then the display views

also change correspondingly. We add a series control points center at the aorta lumen.

When we meet the bifurcation area, where the aorta splits into two iliac arteries, we focus

on the left iliac artery (see Figure 18). The distance of control points should be cared. As

Figure 18: Path construction of aorta.
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explanation in section 2.2, too short or too far distance has a bad effect on model. When

the path through some vessel parts with specific shape (bifurcation, bend et.al.), additional

control points can be added to capture the feature.

After a path is created, we can toggle the checkbox Turn on Reslicing (see Figure 19) in

SV Path Planning to check the path quality with a series of slice perpendicular to the

path. We can change the reslice position by scrolling the middle mouse button or change

Figure 19: Reslicing view based on aorta path.

Reslice value in SV Path Planning. The reslice size can be changed by clicking Size,

which is an important operation in segmentation step. The display window consists of three

subwindows:

The right window (3D view) displays a path (yellow line) and a slice plane (outlined in a red square).

The slice plane is called intensity probe.

The left top window (2D view) displays the image intensity of the intensity probe.

The left bottom window (2D view) displays the magnitude of the image intensity gradients of the

intensity probe. The bright areas are the places with large intensity change. In this picture, the bright

ring is the boundary of vessel.

We can move the location of control point in 2D views to improve the path quality. When
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there is a jag appearing on the path, click Smooth button to smooth the path.

When creating paths, let paths as long as enough to make sure they cover the entire distance

of the vessels. For the vessels with tortuosity, make use of three 2D views to add control

points carefully. For example, when creating path of left UtA (see Figure 20), the shape

Figure 20: Display view of left UtA in SimVascular.

of vessel cross sections on Axial plane are not oval. With 3D view, instead of increasing

Axial slider value as before, we continue to add controls points by decreasing Sagittal

slider value (moving Sagittal plane to the left).

For the vessel branches, it’s helpful to make paths have some overlap. The explanation

can be seen in Figure 21. Lastly, let path close to the real centerline of the vessel, which

benefits segmentation step. After processing, click Save SV Projects to save the path

information.
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Figure 21: Explanation of overlap paths in SimVascular user-guide.27

3.1.3 2D Segmentation

SimVascular provides lofted 2D segmentation and direct 3D segmentation method. We give

description to the operations included in the former one, such as operations of threshold

method and level set method introduced in section2.3.

We first add a data node for storage of a series of contours.

Right click Segmentation in SV Data Manager.

Select Create Contour Group in the popup menu.

Select path (aorta), set group name (aorta) and click OK.

Double click the new data node aorta in Segmentation, a toolbox SV 2D Segmentation

comes out. The display view is almost similar as reslicing view in Figure 19. Before doing

2D segmentation on the display view, first set the size of display view large enough to

contain all the lumen area. To realize threshold method,

Click Threshold button in SV 2D Segmentation tool window.

Two new panels show inside the tool window (above Contour List).

top panel:set a preset threshold value; bottom panel: postprocess the contour and realize batch seg-

mentation. Toggle off the checkbox of Preset.

Move cursor to the 2D view window.

Press and hold the left mouse at the centre of the vessel.

Move the cursor down(up) to increase(decrease) the threshold value until the yellow contour is close to

the boundary of lumen.
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After releasing the mouse, the contour is constructed and becomes red. Sometimes the

created contour is not satisfying such as in Figure 22(a). This may due to the low resolution

Figure 22: Contours with threshold method.

and large variation of the intensities on the inside the lumen area. Thus we toggle on the

checkbox of Preset to set the threshold value in advance. One quick way to estimate it

roughly is to toggle off the checkbox Segmentation in SV Data Manager, then click the

pixel on the boundary of the lumen to see its intensity (pixel value) on the bottom right

corner of GUI.Here we preset the threshold value to be 200 and then adjust it to let contour

match the edge. The finalized contour is presented in Figure 22(b) with two control points

(green), which can be used for only for shifting and scaling. If we want change the shape

of the contour, we can click SplinePoly in the tool window.to convert the contour into a

closed spline with twelve control points. If the contour is jagged, we can use smoothing

panel or click Smooth button in the tool window to postprocessing it.

The threshold method relies on the user-specific threshold value, the generated contour

is not always reliable. We turn to the usage of level set method. Level set method in

SimVascular is initialized by a seed point (small disk) and then performs segmentation in

two stages. In the first stage, the velocity is governed by exponentially decaying functions.

In the second stage, the velocity is governed by edge attraction functions. More details are

provided in.32 When click LevelSet, a panel consists of parameters show up in the tool

window.
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Stage 1

Seed radius: control the radius of the initial circle, which should be inside of the vessel lumen in the

2D view.

Kthr: equilibrium curvature value of the level set. The lower value induces a more smoothing curvature.

Blur Feat/Adv: control the image blur on the feature/advection image. When the image is noising,

the segmentation accuracy can be improved by increasing it at cost of decreasing precision.

Stage 2

Kupp/Klow: define a range for curvature.

Similar postprocessing operations can also be used on the generated contours. An example

of contour with level set method is given in Figure 23. Next we increase the Reslice slider

Figure 23: Contour with level set method.

in the tool window to move the reslicing plane along the path and create ordered contours.

In order to improve the efficiency of segmentation work, We can use batch model. The

batch model is to preset a series of locations, which are important to the vascular model,

and generating 2D contours with the above automated segmentation techniques, which are

needed to be checked later, at that locations simultaneously. When we go back to the

output contours, we need to see whether these contours are in the center of the potential

”ring” in the magnitude gradient image (see Figure 24(a)). If not, we can scale them. In

addition, these contours shouldn’t include branch vessel (see Figure 24(b)). Otherwise, the

model would have an artificial geometry called lofting artifact. Before moving to the solid

model creation step, we can preview the lofted surface by togging on the checkbox Lofting

Preview in the tool window. If some part of the loft surface is not accordant to the lumen
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Figure 24: Contours needed to be postprocessing generated with batch model.

edge, we can modify the contour group and the lofted surface would be updated. After path

planning and segmentation step, we obtain a rough surface model in Figure 25.

Figure 25: Created paths and lofting surface.

3.1.4 Model Creation

The model creation step can be divided into two phases. The first phase is to create a

lofted solid model as explained in section2.4 for each branch. Then do Boolean operations

on these individual brach model to get the blood flow domain. To create a polydata model

from 2D segmentations:
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Right click Models in SV Data Manager and select Create Model in the popup menu.

Model Type: PolyData

Model name: demo

Click OK.

Then a new data node demo is under Models. Double click demo and see the tool window

SV Modeling.

Click Create Model... and toggle on checkboxs of contour group where the solid model is based.

Number of Sampling Points: (optional for PolyData models)

Use Uniform Lofting Parameters (Optional): if select yes, each group is used with same parameters to

create the model.

All the faces together with their information are listed in Face List. We can edit their

name, type (wall or cap), visibility , color and opacity in the tool view. To do Boolean

operations:

Select faces we are interested in.

Combine them into one faces: Face Ops → Combine.

Delete them: Face Ops → Delete.

Fill holes created by deletion: Face Ops → Fill Holes w. IDs.

In our model, we have one inlet and four outlets, which are explained in section 2.6. After

selecting cap faces as inlet or outlet, delete the remaining cap faces and fill holes. Then

several new faces are created. Combine theses with all wall faces into a new wall face.

Besides face operations, SimVascular also provides operations on solid modeling to improve

the quality. Global operations are applied to the whole model while local operations are

applied to part of the model such as faces, cells or faces. Usually, after Boolean operations,

places where two surfaces union such as junctions of two branches have sharp angles and

local smoothing operations are applied to these places (an example is presented in Figure

26). The detailed local operations are shown below:
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Figure 26: Vessel junction before and after using local smoothing operation.

Local Ops → toggle on checkbox of Show Sphere

A sphere shows off. Resize and move it to include the area you’re interested in.

Right press and move it to resize the sphere.

Left press and move it to change the sphere’s location.

Select smoothing operations (Laplacian Smooth or Constrain Smooth).

After local operations, toggle of checkbox of Show Sphere.

Although global and local operations can let model more close to the real vessel, they may

arise some problems. For example, after global smoothing operations, usually the planar

inlet/outlet surfaces become curved. We need to trim the curved inlet/outlet surfaces. To

cut a piece of model:

1) Trim → By Plane

Toggle on the checkbox of Show Plane.

A plane shows in the 3D-view window.

Move the plane manually to change the its location.

Or select the path and move the slider so that the plane at the point is perpendicular to the path.

Click Cut Above or Cut Below to trim the model.

2) Trim → By Box

Toggle on the checkbox of Show Box.

A box shows in the 3D-view window.

Similarly, move the box manually or select the path to change the its location and press box with right

button to resize the box.

Click Cut within Box trim the model.

We give an example in Figure 27. After cutting operations, click Fill Holes w. IDs in
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Figure 27: Curved cap surface (a) and cut it by plane with trim tool (b), curved cap surface
(c) and cut it by box with box tool (d).

Global Ops to create new faces and set their types and names. Sometimes the centerline

of the model is needed. It is obtained by clicking Extract Centerlines. Our find model

in Figure 28is constructed by imaging six pregnant women, extracting their centerlines,

computing an average centerline, and extruding the cylindrical shape.

Figure 28: Solid model (left) and its centerline (right).

3.2. Meshing

With the solid model, we create a mesh using TetGen in Simvascular. We create a new data

node below Meshes in SV Data Manager window. When SV Meshing tool window

shows up, click Estimate to let SimVascular provide the global max edge size, which is

about half of the radius of the smallest cap in the model. Then toggle on the checkbox of

Surface Meshing and click Run Mesher to obtain surface mesh of the model.

To export the surface (the whole wall surface and individual faces) mesh to vtp (the Visu-

alization Toolkit (VTK) format for surfaces) files,
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Right click the mesh node and click Export Mesh-Complete in the popup menu.

Select a directory and click Choose.

Then use VMTK software to convert vtp files into stl (a file format native to the stere-

olithography CAD software created by 3D Systems) files, which can be input in Gmsh

software. The corresponding command is:

vmtksurfacewriter -ifile face.vtp -ofile face.stl

Here face.vtp is the file we want to convert. With the converted stl files, operations in

Gmsh are described below:

Import multiple stl files into Gmsh software.

Add volume based on different surface meshes.

Build a physical group to assign different ID and name to each surface.

Save a final stl with physical elements.

Import the save stl file and construct 1D, 2D and 3D mesh.

Save mesh file as version II ascaii mesh file.

The 2D/3D mesh of the vascular model in Gmsh is presented in Figure 29. To run simula-

Figure 29: Mesh of the vascular model.

tion, we need to convert the msh file to Nektar++ format with command:

NekMesh input.msh input.xml:xml:uncompress

Nekmesh has smoothing operations such as spherigons, a kind of patch mentioned in section

2.5.5 for efficiently smoothing polygon surfaces with command:
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Nekmesh -m spherigon:surf=1 MeshWithStraightEdges.xml MeshWithSpherigons.xml

Figure 30: An example of Spherigon patch.

3.3. Set Boundary Condition

The import wave flow was measured in one patient using 2D phase contrast MRI,59 by

drawing a circle around the vessel in each time frame and calculating an average velocity

and area over time. Because of the the temporal resolution of the MR imaging, the flow is

presented with a set containing discrete points with spacing. It takes a while to collect one

time frame so that the spacing can’t be avoided. In order to better understand the flow data

and obtain reasonable interpolation, we extend flow data into several periods, interpolate

it and apply Fourier transformation to the interpolated flow curve.

Non-dimensionalization is a technique which is partial or full removal of units from an

equation involving physical quantities by a suitable substitution of variables. When using

this technique in simulation computing, the problem is simplified and the number of free

parameters are reduced. After substituting the length scale, flow velocity scale and time

scale, we shift the flow data to be nonnegative and get interpolation in Figure 31. Then we

calculate its Fourier coefficents and write them into input file. When setting inlet boundary

condition file in Nektar++, center point location and radius of inlet surface are needed,

which can be estimated in Gmsh by togging on checkbox of axes.
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Figure 31: Real discrete flow data (left) and interpolated velocity curve (right).

3.4. Post-processing(Nektar++) and visualization(Paraview)

The output simulation results contain a series of binary (chk and fld) files. With utility

FieldConvert in Nektar++, these chk files can be converted to vtu, which can be visulized

in Paraview. The basic command is:

FieldConvert test.xml test.fld test.vtu

where FiledConvert is the executable associated to the utility FieldConvert, test.xml

is the session file, test.fld is the file we want convert and test.vtu is the converted file.

Notice that test.xml is the mesh file containing < CONDITION > section. An example

of visulization view in Paraview is given in Figure 32 (left). If we want to extract a boundary

Figure 32: An example of Paraview view: velocity on vessel model in w direction.

region and see velocity on it, the commands are:
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Nekmesh -m extract:surf=3 test.xml test-b2.xml

FieldConvert -m extract:bnd=2:fldtoboundary=1 test.xml test.fld test-boundary.fld

FieldConvert test-b2.xml test-boundary b2.fld test-boundary b2.btu

The first command line is to extract the boundary region, where surf=3 is its physical

group ID in mesh file and test-b2.xml is the output region file. The second command line

is to extract output data on the interested boundary region. The option bnd specifies which

boundary region to extract and is corresponding to boundary ID in < CONDITION >

section. The extracted output is presented in Figure 32 (right). Sometimes we need to

extract boundary region from multiple chk files. To realize it, we can write a bash file as

follows:

#!/bin /sh

. . / . . / nektar++−4.4.1/ bu i ld / d i s t / bin /Nekmesh −m ext rac t : s u r f=3 geo . xml i n l e t /geo−b2 . xml ;

f o r ( ( i =0; i <65; i++)) ; do

. . / . . / nektar++−4.4.1/ bu i ld / d i s t / bin /Fie ldConvert −m ext rac t : bnd=2: f ldtoboundary=1 geo . xml chk/

s c a l s h o r t v e s s e l $ i . chk i n l e t / f l d / s c a l s h o r t v e s s e l $ i −boundary . f l d ;

. . / . . / nektar++−4.4.1/ bu i ld / d i s t / bin /Fie ldConvert i n l e t /geo−b2 . xml i n l e t / f l d /

s c a l s h o r t v e s s e l $ i −boundary b2 . f l d i n l e t /vtu/ s c a l s h o r t v e s s e l $ i −boundary b2 . vtu ;

done
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4. Future work

In our thesis, we give brief introduction to the 2D segmentation tools using SimVascular.

However, the whole process involves many manual work. In the path planning step, we

need to manually choose control points on many slices. In 2D segmentation step, a series

of parameters are needed to be set up if we want to use level set and threshold method.

After solid model created, manually post-processing operations are also needed to be done.

Thus the whole work flow is tedious and time-consuming, which is needed to be simplified

and automatic. Far from now, it’s challenging to construct vascular model automatically.

However, we can make some steps automatic. For example, with the recent development

of deep learning method like Deepmedic,60,61 U-Net,62 2D segmentation can be realized

automatically.

In addition to automating 2D segmentation work flow, we need to realize the limitation of

this technique. When geometries of vessel have complicated structures, 2D segmentation

method may not provide satisfactory results. In contrast, 3D segmentation methods which

are not introduced in this thesis, can perform better. This should also be included in the

future work.

Mesh generating is also an important task in CFD simulation. In this thesis, we use several

different software(Gmsh, Simvascular, netfbb from Autodesk) for mesh generating. The

reason why of this is because we can’t find one software can do all the things for mesh

generation. Also, the existing software we used in this thesis can not do the job perfectly.

For example, when we apply curvature on vessel model combined by each components(inlet,

outlet and wall) processed from other software but not as whole, the surface may not be

smooth at the boundary of some components. Since many software we used are open source,

we may fix those issue and provide better user experience in the future.
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